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Abstract—Nowadays, to design product impacted by fluid flow,
industries use Computational Fluid Dynamics (CFD) to get a
better insight into product behaviour. In this paper, we present
a system architecture design for CFD Workflow management.
Index Terms—Architecture, CFD, CFD Workflow, management

I. INTRODUCTION

Computational Fluid Dynamics (CFD) is computer numeri-
cal simulation able to solve and analyse problems that involve
fluid flow, heat transfers and related physical phenomena. Ac-
tually, it is used in many industrial sectors such as automotive,
aerospace, high tech, oil/gas and so on. Today, industries un-
derstand the advantages of using CFD simulations during the
product development process especially when their products
are impacted by fluid flow, heating, cooling and so on [1].
The manufacturers’ goal is to bring high quality products to
the market quickly, keeping the costs down. The top external
pressure factors that lead the product development are: time-
to-market, quality and cost [2]. These factors are often in
conflict together [3]. Products are becoming more complex.
They have a high number of components and configurations.
Brands offer many options and the customers can combine
the options together to get their configuration [4]. Engineers
need to understand how the components interact together and
to assess the performance of each configuration under many
physics conditions. The prototypes and the infrastructure that
are required to asses the prototype performances (e.g. the wind
tunnel for the automotive sector) are expensive. So, it is often
expensive and time-consuming to assess the product behaviour
for every physics condition within the budget constraints,
especially for the extreme conditions.

A benefit of using computer simulations is a reduction of
the number of the physical prototypes that leads to a cost
reduction. According to the market research “Engineering
Evolved” [3] three or more different types of simulations are
able to reduce the number of prototypes by 37% and CFD
is one type of simulation [2]. CFD simulations are able to
reduce the number of physical prototypes [3], to manage the
overall product system complexity and to get a better insight
into product behaviour since the initial development process
stages [2].

Standard CFD Workflow phases are shown diagrammati-
cally in Fig. 1: pre-processing, solving and post-processing
phases. Industries are looking for an increasingly integration
of the CFD Workflow into the business process [5]. This
integration heavily depends on internal team organization,
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industry’s best practices, the product development plan and in-
dustry’s policies. Of course, CFD software are designed so that
they focus mainly on the CFD simulations; business process
integration is not their main goal and, it is often completely
ignored. The main benefit of integrating CFD Workflow into
processes is to promote collaboration between CFD engineers,
design engineers and analysts [2]. In an industrial context,
CFD simulations are just a part of a more wide and complex
product development process, so engineers perform additional
tasks to standard CFD Workflow. For some products, design
and CFD tasks can sometimes be done by the same team,
using integrated products (like SolidWorks and CATIA). In
the automotive industry (and in other fields like aerospace)
the teams are different and therefore the CFD workflow is
distinct from design. Besides, in the automotive industry CFD
engineers perform different types of CFD simulations on the
same product (i.e. external aerodynamics, aeroacustics, air
conditioning and engine thermal analysis), so they need to use
different CFD software because each one is validated for its
own area of application. We observed that many engineers’
tasks are repetitive, error-prone and time-consuming (e.g.
find and compare simulations results, document generation,
parametric studies) and they can be automated. Another issue
is the simulation data and results accessibility. All engineers,
both CFD and design engineers, must have full and user-
friendly access to centrally managed simulation results.
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Fig. 1. CFD Workflow.

Our paper presents and validates a flexible architecture to
manage the CFD Workflow. Our idea is to design and develop
an architecture that enables the creation of tools to use within
CFD Workflow. Architecture is the foundation for all future
services upon existing CFD software.



The paper is organized as follows. Section II presents both
functional and non-functional requirements for the system to
design and it also reports some aspects of engineers’ tasks to
automate. Section III describes designed architecture to meet
non-functional requirements. Section IV presents Floasys the
prototype of the architecture that we are developing and some
built tools.

II. MANAGING CFD WORKFLOW

During the last year we have worked closely with a team of
professionals that extensively use CFD, analysing their needs
and supporting many of the findings and suggestions from lit-
erature and recent survey in the field. The professional team is
composed by four highly skilled engineers with a strong CFD
experience. They work in the automotive industry and they are
not computer scientists. The issues that we are facing within
automotive sector seem to be very common issues also in other
sectors. Aberdeen Group market research [2], through a survey
and interviews, has studied the experiences of 704 companies
about the use of CFD to design products. Companies belong
to industrial equipment, automotive, aerospace and defense,
high tech, oil/gas and military/public sectors. In the analysed
automotive context we observed issues that are almost similar
to what has been outlined at the end of Aberdeen Group study.
So, we hope that our analysis, that is based on a limited
context (i.e. automotive), can be successfully translated into
other similar contexts, as well.

Our initial approach is based on an empirical study through
direct observations about how engineers work on simulations
and discussions with them. At beginning we have tried to
identify error-prone, repetitive and time-consuming tasks. So,
we have focused on single team member tasks and we have
identified initial functional requirements. In this step we have
realized that many tasks (e.g. simulation finding, document
generation) are not covered by CFD software, because they
depend on internal organization and we have pointed out the
need for simulation data sharing.

Our claim is that industries require many services upon and
correlated to CFD simulations. These services are important
in order to reduce costs, time and to improve engineers’ tasks.
Besides, there is a strong need to increase the integration of
CFD Workflow into the overall product development process.
So, our idea is to design an architecture for CFD Workflow
management that supports the creation of services within the
CFD Workflow, independently by and upon CFD software.
This section describes some gathered functional requirements
and it covers non-functional requirements that have led the
architecture design.

A. Functional Requirements

The following are the identified actions to perform in order
to improve industrial daily CFD engineers’ work:

o centrally manage simulation data;
o identify and automate tasks through software tools;
« take advantage of wizards and templates.

1) Centrally manage simulation data: The aim is to improve
the simulation data accessibility and to promote knowledge
sharing among engineers.

We observed that this action is already performed by storing
all the simulations data in a proprietary file format within one
or more shared network folders. Engineers usually need to find
the old simulation data stored in the repository to compare
the results. It is interesting for the engineers to search the
simulations stored in the central repository by the simulation
revision name, the physic properties and other tags defined by
the end-users. The simulation files are often binary files, so the
engineers can not use the search tools based on text content.

We think that simulation data tagging, linking and searching
are interesting features. The file system has a hierarchical
structure and it is not enough to meet these described criteria.

According to Aberdeen Group study [2], in order to improve
their performances, companies should “Centrally manage pre-
vious simulation results”. It is not useful for engineers to
store centrally only the simulation results: they need both
the simulation results and the configuration case data. So, we
decided to centrally manage the configuration case with all
settings (e.g. boundary conditions, physical properties, the max
number of iterations), the solving logs, the convergence charts
and results (i.e. contour-plots and tabular data). Over the years
industries perform a high quantity of simulations and each
simulation file takes up over ten gigabytes due the geometry
model details. Engineers usually need to find simulation data
to compare the results.

We think that a central repository for all simulation data
provides an historical view for a given project and a strategic
competitive advantage for the future. Simulation central repos-
itory is the knowledge base on which apply metrics, perform
statistics and make strategic decisions.

In order to centrally manage simulation data, we have
identified the following functional requirements: (1) centrally
manage configuration case, solving logs, convergence charts
and results; (2) simulation data tagging; (3) search based on
simulation data and simulation tags; (4) automatic documents
generation from simulation data and (5) version control.

2) Tasks automation: Here we report some examples of tasks
to automate, considering that this paper focus on the archi-
tecture design rather than on a particular tool. CFD Workflow
needs a better integration in the product development process.
For example, engineers create many documents based on the
simulation experiments and results. They always use the same
document structure but with different data. So, the first task to
be automate is the automatic document generation. The first
time engineers will prepare n document templates, each one
with its basic structure, and will store them in the system.
In order to generate documents, the engineer then selects
one or more simulations and chooses a document template;
the system merges the simulations data and results with the
chosen template. The CFD team is highly skilled and has a
lot of experience with command line tools, but as reported in
literature this requires high training costs. A common CFD
engineer task is to run simulations using the HPC systems.



Usually, engineers use a small set of commands through an
ssh connection to submit/kill a job and to monitor the running
jobs. Engineers need to do some other operations in order to
monitor the simulation convergence data. Our idea is to create
a Monitoring Tool: a workbench that provides in one view
the job queues and the convergence charts for the running
simulations.

3) Take advantage of wizards and templates: Wizards and
templates guarantee that all team members work in the same
way. Besides, wizards incorporate the best practices and sup-
port less experienced users. Both wizards and templates are a
good way to support engineers in the repetitive and error-prone
tasks.

B. Non-Functional Requirements

Our goals are to identify leading non-functional require-
ments and to find a trade-off among them. Non-functional
requirements gathered from our analysis are: extensibility,
modularity, open, portability, Intranet-based and deployment.
1) Extensibility: Extensibility is the ability of a software sys-
tem to allow and accept significant extension of its capabilities
without major rewriting of code [6]. Extensibility answers to
the question: how easy is it to add new functionality to the
system [7]? In order to add future functionalities that depend
by industry’s product development process and by particular
CFD team, the system should be open for future extensions.
Industries want functionalities tailored to their needs and they
want to develop their in-house tools. Industries initially use the
base set of functionalities, then in order to accommodate future
needs they can develop new functionalities. For example, each
industry uses its internal document template; the system must
be extensible in order to support future format and future
changes in document templates.

2) Modularity: Modularity is the degree to which a system or
computer program is composed by discrete components such
that a change to one component has minimal impact on other
components [6]. A module is a logically separable part of a
program [6]. The software system is made by modules that fit
together to create the overall system. Modularity advantages
are: module replacement, creation of new modules and a well-
structured system. With modularity, it is possible to identify
which services are provided by each module. The system is
tailored to customer needs: each customer can compose a
system loading just the need modules.

3) Open: The system must use open protocols and open
formats to avoid vendor lock-in and to be interoperable with
other systems. Vendor lock-in is the phenomenon that causes
customer dependency on given vendor with regard to specific
good or service [8]. We observed a potential CFD software
vendor lock-in data format that occurs when end-user stores
data in a proprietary format and the proprietary software
does not have import/export functions to an open format.
CFD Workflow requires the use of many different software:
CAD/CAE, CFD and post-processing software. Before choos-
ing a software, industries estimate the benefits in using open
formats. Nowadays, industries use open formats to store and

to exchange geometry data between CAD/CAE software and
pre-processing tools. IGES and STEP are well-established
open formats for geometry data exchange. Industries usually
do not store CFD simulation data in an open format. CFD
General Notation System (CGNS) is a standard for CFD input
and output, grid, flow solution and boundary conditions [9].
CGNS concerns with CFD data representation and can be
used also for data exchange [10]. A software must have
import and export options [11] to open formats, but not
all software vendors offer these functionalities. In our case
study, simulation data such as geometry mesh, physical model,
convergence data and results are stored into proprietary file
format and the proprietary software does not have the export
option to CGNS format. This practice is due to proprietary
software adoption. Only simulation results are exported in a
neutral format.

4) Portability: Portability is how easily a system or component
can be transferred from one hardware or software environment
to another [6]. Our goal is to build tools and automated
procedures that run independently by CFD software. We can
say that tools are portable across CFD simulators.

Many CFD software provide a script language which en-
ables engineers to extend software functionalities. Over the
years, engineers have written their own scripts to automate
the execution of tasks. Scripts are very important for the
manufacturers because they contains the experience of the
engineers, the internal procedures and the business process
practices. Scripts can increase productivity because they auto-
mate tasks, but they can also create a potential vendor lock-in
problem: scripts are fitted on particular CFD software features
and are not portable across CFD software. Our aim is to create
automated procedures that run over any CFD software. A
solution to vendor lock-in anti-pattern is to design the system
with an isolation layer [12].

5) Intranet-Based: Engineers access to services, tools and
resources within the company Intranet. In using the system,
engineers expect to have Intranet performances, such as high
bandwidth, low latency and good response time.

6) Deployment: Deployment into an existing industry can be
expensive especially when it must be done on each client
workstation. System design must take in account the future
deployment costs. The system should reduce costs and time
for deploying and updating the system on all clients.

III. SYSTEM ARCHITECTURE DESIGN

This section reports the design decisions made to achieve the
requirements presented in Section II. Here, we intentionally
do not mention any particular software technology, and we
speak about patterns, architectures and protocols to guarantee
a future reproducibility of our architecture. In the first part we
describe a client/server system architecture taking in account
both hardware and software, then we give more details about
the server-side software architecture.

A. System architecture

Our system has a client/server architecture (Fig. 2). The
clients are web-based, so the end-users use their web browser
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Fig. 2. System Architecture.

to access to the simulation data, HPC resources and CFD
functionalities provided by the central web server. The server
exchanges data with the simulation repository that provides
the persistence service. The simulation repository stores the
simulation data: an important asset for the industry over the
years. It stores data in an open format (e.g. CGNS) and
guarantees version control. We aim to store and to put under
version control geometry model, physics model, boundary con-
ditions, charts, simulation results, contour plots and generated
documents. The server does CRUD (create, read, update and
delete) operations on the repository. However, nowadays each
simulation file takes up gigabytes of disk space and over the
years the number of simulations grows incredibly: it is not
practical to store all data for all simulations. Manufactures
(based on their needs) should choose which data must be
stored. Often, engineers perform parametric studies on the
same geometry model changing only the physic values. In
these cases, it is convenient to store the geometry only one
time and correlate simulation results, physical model and the
configuration case to the same geometry model. Sometimes,
it is convenient to not apply version control to the geometry
model. In our analysis, CFD engineers do not run and solve
an old simulation, they only need data for results compare.
Engineers can access to configuration case made by physical
model, charts, tabular results and contour plots without run
CFD software again. We add metadata and services (like
versioning) to existing simulation data.

Industries use CFD simulators that only work with propri-
etary file format not allowing the import/export in an open
format. In this situation it is still feasible to have also a vendor
format independent central repository that stores simulation
data in a neutral format. Our solution is to convert proprietary
format data into an open format and to adopt an isolation
layer [12] between CFD simulators and tools (the solution is
detailed exposed in the next section III-B).

The central web server interacts with other servers and
repositories. For example, companies usually already have in-
ternal servers that provide security and authentication services,
so our architecture does not directly provide them but relies
on other existing Intranet servers. The web server directly
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connects to HPC resources and it makes them available to
end-users. Job submission, job kill, simulation monitoring and
real-time convergence charts are all services available to non-
HPC system experts.

B. Server-side software architecture

The server-side software architecture (Fig. 4) consists of
three layers. The tools are in the top layer. A CFD tool is an
end-user GUI that provides one or more useful functionalities
to engineers. The middle layer is the isolation layer and finally,
the bottom layer consists of CFD software wrappers.

Each tool performs a well-defined engineering task. Some
of the tools depend on the internal team organization and
by the business process. For example, document generator
tool accepts document templates and creates documents from
them. The server-side architecture is based on a pure plug-
in architecture in which everything is a plug-in [13]. Each
box of the software architecture (Fig. 4) is a plug-in. To
achieve extensibility and modularity requirements, we choose
a pure plug-in architecture because it supports the extensibility
by plug-ins. Every plug-in provides well-defined hook points
called extension points that describe the way to extend the
plug-in’s functionality. Other plug-ins can add new function-
alities by implementing an extension point. A plug-in can be
modified or replaced by another equivalent implementation.

. Parametric - Document
Repository Controller Study Monitoring Generator Tool M
Framework (isolation layer)
- Computer Cluster —— o 3
LapCCh il and Star-CCM+ X rapper

Fig. 4. Server-Side software architecture.

Our architecture supports the concurrent use of multiple
CFD software for companies who have decided to employ,
for example, both commercial CFD software (e.g. CCM+
developed by CD-adapco) and OpenFOAM as reported in [11].

Plug-in based architecture meets the extensibility and mod-
ularity non-functional requirements. Open data formats and
isolation layer meet the open and portability non-functional
requirements. Open protocols and open formats guarantee the
future interoperability with other software. The client/server
and the web-based architecture avoid the installation of the
software on each workstation. Worries about responsiveness



and bad tolerance of networks outages, typical disadvantages
of these architecture, are mitigated by the Intranet setting.

IV. FLOASYS PROTOTYPE ARCHITECTURE

Our aim is to design and implement an architecture that
provides software reusable-building boxes to create new CFD
tools upon any CFD simulator. This section presents the
prototype based on the architecture described in Section III: it
is currently under development and on site testing. It has a pure
plug-in architecture [13] based on the Eclipse Platform [14].
Floasys’s plug-ins can be arranged in three layers as shown
in Fig 5: (1) The top layer consists of CFD tool plug-ins.
Each tool can add a new perspective or can add a new view
to an existing perspective. Usually, tool design is based on
the MVC pattern. (2) The middle layer is the isolation layer.
It provides the core API and the common simulation model.
Plug-ins in the middle layer provide services to up layer tools
by abstracting CFD simulators on bottom layer. (3) In the
bottom layer, simulator wrappers communicate and exchange
data with CFD simulators.
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Fig. 5. Floasys Architecture.

Floasys is a web-based client/server architecture (Fig. 6).
We use the Eclipse Remote Application Platform (Eclipse
RAP) to develop the web application. RAP core imple-
ments [15] the Half Object Plus Protocol pattern [16]. Our
assumption is that the system runs on the industry Intranet
infrastructure, so the use of HOPP pattern is not in contrast
with the end-to-end principle [17] because Intranet provides
high bandwidth, high availability and low latency compared
to Internet connection. The server-side software needs a JEE
servlet container (e.g. Apache Tomcat) and a framework
for the plug-in life cycle management (e.g. Eclipse Equinox
OSGi).

A. Simulation Model

The Simulation Model (SimModel) stores the simulation
data. Its aim is to store everything about the simulation not
only the geometry, so it stores the configuration case with
all settings and results. For example, it stores the boundaries,
the physical properties, the stopping criteria, the log files, the
outcomes, the charts, the tabular data, the contour plots and the
generated documents. SimModel is a tree-like data structure
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Fig. 6. Client/Server architecture.

as in CGNS standard [9], so it can store each information
about the simulation with a tree node. The system can also
link other metadata (e.g. the tag names) to the simulation by
adding a new tree node. CFD tools should be independent from
any particular CFD simulator and should be used across many
CFD simulators. To obtain such simulator independence, we
have developed the SimModel plug-in showed in the middle
layer of figure 5. SimModel is the only joint point between
CFD simulators on bottom layer and CFD tools on top layer.
Tools implementation is based only on the simulation model
and they interact only with simulation model.

B. Core API

From our framework point of view, CFD simulators are
black boxes which we can extract model information from
and interact with, in order to change some properties. Each
simulator has its own internal data model; it consists of
geometry model, regions, boundaries, physical properties and
so on. Framework API allows to extract simulation data stored
inside a proprietary CFD simulator to obtain the framework
simulation model for a given simulation. Framework relies on
CFD wrapper simulator implementation to extract or change
simulation data. At the end of the day we are interested in
collecting simulation data and building the simulation model.
We store the built simulation model in an open source format
(i.e. xml) to avoid the vendor lock-in issue and to provide
other services such as the version control and the simulation
finding by its data. Potentially, each CFD tool works indepen-
dently by the CFD engine technology (e.g. operating system,
programming language, proprietary and open source software)
because each tool interacts directly with the simulation model.

C. CFD Wrappers

CFD wrappers embed CFD software features and provide
them through a common interface defined by the Core API.
We have categorized CFD simulators by the source code
availability and open protocols implementation. CFD soft-
ware wrappers currently available in our prototype are: Star-
CCM+ on Torque cluster and OpenFOAM CFD codes. Star-
CCM+ is a proprietary software developed by CD-adapco
while OpenFOAM is open source; both CFD software do
not directly implement an open format (e.g. CGNS). For



OpenFOAM it exists a converter called foamToCGNS available
into OpenFOAM Extend Project. From the technical point of
view, the interaction between CFD simulators can be based on
simulator’s API invoking, command line simulator execution
or network based interaction. The implementation of a wrapper
is a non trivial task and is widely studied; literature describes
many techniques and automate wrapper generators [18] (e.g.
CORBA wrappers generators). Star-CCM+ Wrapper on bot-
tom layer (Fig. 6) interacts with a computer cluster through
SSH to submit jobs, to handle job queue, to monitor the
running simulations, to modify simulation file and to extract
information from simulation.

V. CFD ToOL EXAMPLES

This section describes briefly some CFD tools actually de-
veloped and based on the above architecture. A CFD tool is an
end-user GUI that provides one or more useful functionalities
to engineers. Currently available tools are: the repository tool,
the simulation controller tool, the parametric study tool, the
simulation monitoring tool and the document generator tool.

Floasys application GUI is based on the perspective and
view concepts, a traditional GUI organization in Eclipse [19].
Each perspective is a visual container for a set of views.
Perspectives support the task oriented interaction [20], the
CFD engineer will use a different perspective depending on
the task to perform. Each tool can contribute with a new set of
views arranged in one or more perspectives or it can contribute
to an existing perspective with a new view.

The Simulation controller perspective shows data about the
selected simulation; it shows simulation data in a tree-like
structure (Fig. 7). This perspective is the main perspective
because it allows to access to other tools such as document
generator tool and parametric study tool. For example, from
the simulation tree the user can drag-and-drop simulation items
in the parametric study tool. In an industrial context, CFD
engineers perform several simulations on the same model by
changing the set of parameters values. Engineers run many
simulations about the same vehicle model; each simulation
runs with a different inlet velocity value and produces a
different result. Finally, all results are compared together.
Parameter study aim is to assess how a variation of a parameter
value affects simulation solution and which impact has on
design. Parameter study can be laborious, tedious, repetitive
and error-prone task without an automated tool [21].
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